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We study the problem of random sampling in the secure multi-party computation (MPC) model. In MPC,

taking a sample securely must have a cost Ω(𝑛) irrespective to the sample size 𝑠 . This is in stark contrast with

the plaintext setting, where a sample can be taken in 𝑂 (𝑠) time trivially. Thus, the goal of approximate query

processing (AQP) with sublinear costs seems unachievable under MPC. To get around this inherent barrier, in

this paper we take a two-stage approach: In the offline stage, we generate a batch of 𝑛/𝑠 samples with �̃� (𝑛)
total cost, which can then be consumed to answer queries as they arrive online. Such an approach allows us to

achieve an �̃� (𝑠) amortized cost per query, similar to the plaintext setting. Based on our secure batch sampling

algorithms, we build MASQUE, an MPC-AQP system that achieves sublinear online query costs by running

an MPC protocol to evaluate the queries on pre-generated samples. MASQUE achieves the strong security

guarantee of the MPC model, i.e., nothing is revealed beyond the query result, which itself can be further

protected by (amplified) differential privacy.
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1 INTRODUCTION
Data analysis often needs to be conducted across multiple organizations. Meanwhile, as data gets

increasingly valuable, there is also a growing need to protect its security and privacy.

Example 1.1. An insurance company wishes to estimate the budget it should prepare for certain

types of diseases in 2023. This information could be obtained by running a query on the joint

data from the insurance company and the hospitals. For example, several hospitals jointly hold

R(person, year, disease) and the insurance company has relation S(person, cost, rate). A simple

SQL query on these relations can be the following:
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SELECT disease, SUM(cost * rate)
FROM R, S
WHERE R.person = S.person AND R.year = 2023
GROUP BY disease

However, the medical records at the hospitals, as well as the insurance policies, contain sensitive

personal information, and should not be revealed to other parties. A query processing system under

the secure multi-party computation (MPC) model thus meets this requirement.

MPC enables multiple parties to jointly compute a function without disclosing their private input.

Unfortunately, the current MPC-SQL systems are 1000+ times slower than on plaintext [7, 44]. For

instance, it takes SMCQL [7] 1000 seconds to evaluate a query over only 200 tuples. Most existing

works improve the performance by weakening the security guarantee or restricting to a small class

of queries. Conclave [52] relies on a trusted third party; Scape [27] reveals the intermediate join

sizes; Shrinkwrap [8] protects the intermediate join sizes by differential privacy but at a high cost of

at least Ω(𝑛2); Secure Yannakakis [53] strictly follows the MPC security requirement, but supports

only limited types of queries. In this paper, we aim at designing an MPC-SQL system that does not

compromise on security or generality; the sacrifice we make is that only approximate query results

are returned.

In fact, even for query processing over plaintext, where performance is not a big issue unless

running on very large datasets, approximate query processing (AQP) has already been extensively

studied [1, 15, 29, 37, 38, 42]. Thus, AQP is a more valuable approach for MPC even on not-so-large

datasets. Among the many AQP techniques, random sampling is the most appealing due to its

versatility in handling a large class of queries. Meanwhile, there is a rich body of work from the

statistics literature that can be used to derive statistically sound interpretations of the query results

evaluated on the sample. A general rule of thumb is that the (normalized) sampling error is roughly

proportional to 1/
√
𝑠 for sample size 𝑠 . This means that the sample size, hence the query processing

cost, can be sublinear or even independent to the database size 𝑛, which is especially appreciated

when facing large data sets.

Due to the high overhead of MPC protocols, sampling based AQP techniques are in an even

stronger demand than on plaintext. In Example 1.1, since the insurance company does not necessarily

require an exact result, the protocol can work on a sample so as to reduce the query evaluation

time.

Indeed, this motivation is well articulated in SAQE [9], the first MPC-AQP system. Note that the

sample must be taken securely, i.e., no one should know which elements are taken (or not) into the

sample; otherwise, a curious onlooker may be able to deduce unauthorized information by linking

this knowledge with the query result [9]. However, the MPC sampling protocol of [9] has a cost

(both running time and communication) of 𝑂 (𝑛 log𝑛), no matter how small the sample size 𝑠 is.

This may not be faster than exactly computing the query result without sampling, which has 𝑂 (𝑛)
cost for many queries but with a larger hidden constant.

Unfortunately, there is an inherent Ω(𝑛) lower bound for secure sampling (so the algorithm of

[9] cannot be improved by more than a logarithmic factor): If a record is not touched, then it reveals

that it must not be in the sample. To get around this barrier, in this paper, we take a two-stage

approach: In the offline stage (before any query is given), we solve the batch sampling problem,

i.e., generating 𝑛/𝑠 samples of size 𝑠 each, with a total cost of �̃� (𝑛)1. Thus, the amortized cost per

sample is �̃� (𝑠). Then during the online stage, the samples are consumed as queries arrive, such that

the online query processing cost is �̃� (𝑠), similar to the plaintext setting (but with a larger hidden

1
The �̃� notation suppresses polylogarithmic factors.

Proc. ACM Manag. Data, Vol. 1, No. 3 (SIGMOD), Article 219. Publication date: September 2023.



Secure Sampling for Approximate Multi-partyQuery Processing 219:3

constant, as we need to run an MPC protocol to evaluate the query on the sample). When samples

are depleted, we re-run the batch sampling to obtain a fresh set of samples. We also support the

case when 𝑠 is given at query time instead of during the offline stage, with a polylogarithmic factor

increase in the offline storage and computation. This idea will be introduced in Section 3.3.

This two-stage approach considerably reduces the response time of queries, as the heavy com-

putation parts have been moved to the offline stage. In fact, most MPC systems already adopt a

two-stage design: Oblivious transfer (OT) extension [32] generates a small number of base OTs

offline, which can then be used to extend to a large number of OTs online; Beaver triples [10] are

generated in an offline stage to accelerate multiplications in the online stage; when data is stored

in multiple tables, it is often denormalized using MPC joins [7, 27, 40, 44, 54] in an offline stage, i.e.,

the fact table is joined with all the dimension tables to form a flat table. In some sense, our proposal

is to decouple the sampling process in such a manner as well, which is necessary to break the Ω(𝑛)
lower bound.

1.1 Contributions
Specifically, we make the following contributions in this paper:

(1) We formally introduce the batch sampling problem under MPC, as a necessary way to

achieving an �̃� (𝑠) cost amortized per sample.

(2) We describe a suite of MPC batch sampling algorithms including shuffle sampling, sampling

with replacement (WR sampling), sampling without replacement (WoR sampling), and strat-

ified sampling. We discuss their pros and cons in terms of cost, independence, sampling

error, and (differential) privacy amplification. The algorithm for WoR sampling under MPC is

particularly nontrivial. We model the problem as a graph, design a circuit for pointer jumping,

and then construct a WoR sampling circuit based on it. We also generalize our WoR sampling

algorithm to support stratified sampling.

(3) Based on our sampling algorithms, we build MASQUE (Multi-party Approximate Secure

QUEry processing), an MPC-AQP system that utilizes two semi-honest non-colluding servers

with any number of data owners. During the offline stage, the data owners first secret-

share their data to the two servers. MASQUE then denormalizes the data using secure joins

and generates a batch of samples. During the online stage, one sample is consumed for

each query received. For all-around privacy protection, MASQUE also optionally injects

differential privacy (DP) noise to the query result before returning it to the designated

receiver. We empirically compare MASQUE with SAQE [9], the previous MPC-AQP system,

and SMCQL [7] and SecYan [53], the state-of-the-art exact MPC query processing engines.

Experimental results show that MASQUE can reduce the online latency of MPC query

processing significantly.

1.2 Related Work
Sampling based AQP techniques have been extensively studied over plaintext data and many AQP

systems exist [1, 15, 29, 31, 37, 42]. Some systems take the sample online after a query arrives

[31, 37], while others also take a two-stage approach, where samples are pre-generated during an

offline stage [1, 29, 42], similar to what we do in this paper. Since an online sample can be taken

in 𝑂 (𝑠) time over plaintext, the two-stage approach offers limited improvement, and which one

performs better delicately depends on the query and data characteristics [15]. This is the major

difference between MPC and the plaintext setting, as taking an online sample under MPC requires

Ω(𝑛) cost, so the two-stage approach has a significant advantage in this case.
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Secure multi-party computation (MPC), which enables multiple parties to jointly compute a

function without disclosing any participant’s private input except the function output, was first

conceptualized by Yao in his pioneering paper [56]. Generic protocols, such as Yao’s garbled circuits
[57], GMW [24], and BGW [11], are all based on expressing the computation as an arithmetic or

Boolean circuit. For many problems, such as compaction and expansion (see Section 2.4), circuit-

based protocols are still the best solution, although for certain problems, such as sorting [3, 4, 16, 26],

permutation [16, 41], and private set intersection (PSI) [33, 40, 43], custom protocols have been

developed with lower costs under some particular MPC models.

Several exact MPC query processing engines have been developed [7, 40, 44, 53]. All of them

have a query processing cost of at least Ω(𝑛) with a large hidden constant due to the overhead of

the MPC protocols mentioned above. To lower the query processing cost at the expense of accuracy,

SAQE [9] takes a random sample under MPC and then evaluates the query on the sample. However,

as mentioned, the sampling step still has �̃� (𝑛) cost. In the trusted execution environment (TEE)

model, a batch sampling algorithm has been proposed in [49] with an amortized cost of �̃� (𝑠) per
sample, but their algorithm does not work in the MPC model. There are also some works that

generate secure sample indices with a specific distribution [14, 17, 45, 46] in MPC. They focus

on sampling from a weighted (non-uniform) distribution and output sample indices in plaintext.

However, all of them have Ω(𝑛) sampling cost.

2 PRELIMINARIES
2.1 MPC Basics
In the MPC model, several parties jointly compute a given function. An MPC protocol ensures that

the involved parties only learn the output, while keeping their inputs secret.

Complexity measures. The complexity of an MPC protocol is measured by computation time (the

total computation time of all the parties during the protocol), communication cost (the total size of

messages sent during the protocol), and the number of communication rounds. In the complexity

expressions, we suppress the common factors such as the number of bits used to represent each

tuple and the computational security parameter.

Adversary. The security of an MPC protocol is measured by its ability to defend against some

adversary. A semi-honest adversary can see the transcripts (i.e., all the messages sent and received

during the protocol) of some parties, which we call corrupted parties, and will try to infer information

of other parties based on them. A malicious adversary in addition has the ability to change the

transcript (i.e., deviate from the protocol) arbitrarily during the protocol, for the purpose of stealing

information of other parties.

An adversary can also be either computationally bounded or unbounded. For the former, the

adversary has polynomial time to break the protocol, while there is no limit for the latter. We only

consider a computationally bounded adversary in this paper.

Secret-sharing. During an MPC computation, intermediate and final results are often stored in a

secret-shared form. We adopt the well-known Boolean sharing in the two-party model, where a

value 𝑣 with ℓ bits is split as 𝑣 = J𝑣K0 ⊕ J𝑣K1. The 𝑖-th party holds J𝑣K𝑖 , 𝑖 ∈ {0, 1}, which consists of ℓ

random bits, and ⊕ represents for the logic xor operation.

Circuit. A circuit is a directed acyclic graph (DAG), where each gate (node) is either an input

(node without incoming edges), an operator, or an output (node without outgoing edges). Common

operators include addition, subtraction, multiplication (i.e., arithmetic circuit), logic and, logic xor

(Boolean circuit). When a circuit is evaluated, the inputs go through the wires (edges), transformed
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by the operators, and are finally outputted. Under MPC, the elements on all the gates are in

secret-shared form, so the evaluation process is secure.

Circuits are a powerful tool for MPC, as they separate algorithm (circuit) design from the actual

implementation (the exact form of secret-sharing and which MPC protocol is to be used to evaluate

the gates). One algorithm can thus be used for any MPC variant, no matter how the data are

initially distributed, how many parties there are, how many of them can be corrupted, whether the

adversary is semi-honest or malicious, etc. All these MPC models have been studied in depth in the

security literature, with secret-sharing methods and MPC protocols carefully designed for each.

Thus, one may choose the right implementation for a particular application scenario to plug into

the circuit. For example, Yao’s garbled circuit is suitable for the semi-honest two party model, while

the SPDZ framework [30] is designed for the malicious multi-party setting. Both the computation

time and communication cost are proportional to the size of the circuit (i.e., total number of gates),

while the number of communication rounds is either constant or linear to the depth of the circuit

(i.e., the diameter of the DAG), depending on the protocol.

Although it is possible to automatically transform any algorithm into a circuit, the efficiency

blow up could be very large [39]. Finding a circuit with size complexity the same as the algorithm

is non-trivial or even impossible, and the sampling problem is such an example. In this paper, we

propose the batch sampling problem to break this limitation, and design circuits for it. All the

circuits we design have size matching their RAM counterparts, despite a polylogarithm factor.

The depths of these circuits are also polylogarithm. These circuits directly imply an efficient MPC

protocol.

Using a circuit may not provide the most efficient solution for a particular problem under a

particular MPC model. The most notable example is sorting, where the best circuit has 𝑂 (𝑛 log2 𝑛)
size

2
, but under the two-server model, which is what MASQUE is built upon and more precisely

defined in Section 6, there are 𝑂 (𝑛 log𝑛)-cost sorting protocols [26].

Thus, for the algorithmic results in this paper (i.e., the batch sampling problem), we design a

circuit for its generality and conceptual simplicity. When describing MASQUE in Section 6, we

specialize into the two-server model with more efficient custom protocols for certain parts of the

circuit (in particular, sorting). Furthermore, we use ABY [18], a well-known 2PC framework that

can evaluate garbled circuits with Boolean-shared inputs and produce Boolean-shared outputs.

Security definition. We follow the standard security definition in MPC, which is based on the

real-ideal paradigm. In the “ideal world”, there exists a trusted third party which collects all the

data from the parties, computes the function locally, and sends the output to the parties. The view
of a party (in either the ideal or real world) consists of its private input, and messages it sent and

received during the protocol (including the output). The view of an adversary includes the views

of all the corrupted parties. A real-world protocol is secure if for any input and any adversary A,

there exists a simulator in the ideal world which can produce a view of A that is computationally

indistinguishable from A’s real-world view (i.e., A cannot tell whether the views are from the

real-world or the ideal-world with more than negligible probability). Note that for functions that

involve internal randomness (e.g., compute a function from a random sample), the randomness is

not in the view of the adversary.

The security of an MPC protocol is specified by two parameters: the computational security

parameter 𝜅 and the statistical security parameter 𝜎 . The former indicates the difficulty for a

computationally bounded adversary to break the protocol, which decides the encryption key length;

the latter corresponds to a failure probability of 2
−𝜎

(either security is broken or the algorithm fails

to return the correct result) even assuming an unbounded adversary. For the circuit itself, only 𝜎

2
Theoretically,𝑂 (𝑛 log𝑛)-size sorting circuits exist, but the hidden constant is impractically large.
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Methods Independence Sampling error Privacy amplification Circuit depth Circuit size

Shuffle sampling No 𝑂

(
1√
𝑠
·
√︁

𝑛−𝑠
𝑛

)
(𝜀, 0)∗ 𝑂 (log2 𝑛) 𝑂 (𝑛 log2 𝑛)

WR sampling Yes 𝑂

(
1√
𝑠

) (
𝑠
𝑛
· 𝜀,𝑂

(
𝑠2

𝑛2
· 𝜀
) )★

𝑂 (log2 𝑛) 𝑂 (𝑛 log2 𝑛)

WoR sampling Yes 𝑂

(
1√
𝑠
·
√︁

𝑛−𝑠
𝑛

) (
𝑠
𝑛
· 𝜀, 0

)†
𝑂 (log2 𝑛 log𝜎) 𝑂 (𝑛 log2 𝑛 log𝜎)

Stratified sampling Yes 𝑂

(
1√
𝑘𝑖
·
√︃

𝑑𝑖−𝑘𝑖
𝑑𝑖

)‡ (
𝑘𝑖
𝑑𝑖
· 𝜀, 0

)
𝑂 (log2 𝑛 log𝜎) 𝑂 (𝑛 log2 𝑛 log𝜎)

∗
Shuffle sampling provides no privacy amplification;

★
WR sampling has 𝜀′ = log( (1 − (1 − 1

𝑛
)𝑠 ) · (𝑒𝜀 − 1) + 1) ≈ 𝑠/𝑛 · 𝜀 and 𝛿′ ≤ ∑𝑠

𝑘=1

(𝑠
2

) (
1

𝑛

)𝑘 (
1 − 1

𝑛

)𝑠−𝑘 ( 𝜀
2
− 𝜀

2𝑘
) = 𝑂

(
𝑠2

𝑛2
· 𝜀
)
;

†
WoR sampling has 𝜀′ = log(𝑠/𝑛 · (𝑒𝜀 − 1) + 1) ≈ 𝑠/𝑛 · 𝜀 and keeps pure-DP;

‡
Each stratum, which takes 𝑘𝑖 WoR samples from 𝑑𝑖 data, has the same sampling error and privacy amplification as WoR sampling.

Table 1. Comparisons of different sampling methods

matters, while both 𝜅 and 𝜎 should be specified when implementing the gates of a circuit using a

particular MPC protocol. In practice, the value of 𝜎 is often taken to be 40 or 80; for the asymptotic

results in this paper, we assume 𝜎 = Ω(log𝑛).

2.2 Sampling Basics
Sampling is the most simple and popular method for approximate computation. For an input

sequence X = (𝑥1, . . . , 𝑥𝑛), a sampling method returns a multiset 𝑆 such that any 𝑥 ∈ 𝑆 is randomly

taken fromX. Different sampling probability or correlation yields different strategies. We introduce

the common strategies in this section.

Sampling with replacement (WR sampling): Each 𝑥 ∈ 𝑆 is uniformly randomly chosen from X
independently. In this case, we also call 𝑆 aWR sample. Note that even with 𝑠 = 𝑛, not every element

is ensured to appear in the WR sample, because the same element may appear multiple times. Thus

in this case, the sampling error is still non-zero.

The WR sampling algorithm in plaintext is trivial: For each step, randomly draw an integer 𝑖

uniformly from {1, . . . , 𝑛} and take 𝑥𝑖 to the sample, and repeat this step for 𝑠 times. This algorithm

runs in 𝑂 (𝑠) time. However, under MPC model this complexity is not achievable.

Sampling without replacement (WoR sampling): 𝑆 is a subset of X with size 𝑠 , i.e., elements in 𝑆

are all different. Each subset of 𝑠 elements of X are taken as the sample with equal probability. A

WoR sample usually has better quality than a WR sample (with equal sample size) especially when

𝑠 is close to 𝑛. Specifically, when 𝑠 = 𝑛, 𝑆 = X and there is no sampling error.

The standard WoR sampling algorithm is straightforward: We simply sample an element uni-

formly at random, remove it from X, and repeat the process 𝑠 times. However, this algorithm

is inherently sequential and relies on the power of the RAM. Thus, it cannot be expressed by a

circuit. Instead, we will use another sampling algorithm, known as Floyd’s algorithm [12], shown in

Algorithm 1. For convenience, the described algorithm only returns the indices of the sample. Still,

Floyd’s algorithm is a sequential RAM algorithm. It cannot be directly implemented as a circuit,

as circuit does not support set operations (i.e., line 4, 5, and 7) in constant time. However, we will

show later how to model it as a graph problem, which then can be solved by a circuit.

Stratified sampling: All sampling methods above are uniform in the sense that every element is

sampled with equal probability. Stratified sampling is a variant of WoR sampling, and is a commonly

used non-uniform sampling method, especially useful for group-by queries to ensure that small

groups are also properly represented in the sample. Here, elements in X are divided into 𝑔 strata

where the 𝑗-th stratum has size 𝑑 𝑗 . The sample 𝑆 is the union of 𝑔WoR independent subsamples, the
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𝑗-th subsample of which has size 𝑘 𝑗 and is drawn from the 𝑗-th stratum, where 𝑘 𝑗 is a non-negative

integer decided by a given stratified sampling policy, which will be introduced in Section 5. WoR

sampling can be viewed as a special stratified sampling with 𝑔 = 1. In Example 1.1, the groups for

stratified sampling could be the classes of disease types.

If each stratum appears consecutively in X, it is direct to apply WoR sampling algorithm for each

stratum to get an algorithm for stratified sampling in plaintext, which also has cost 𝑂 (𝑠). However,
the problem becomes nontrivial if all 𝑑 𝑗 , 𝑘 𝑗 , and even 𝑔 are private.

Algorithm 1: Floyd’s sampling algorithm

Input: Data size 𝑛; sample size 𝑠

Output: A set 𝑆 of 𝑠 indices taken from {1, 2, · · · , 𝑛} uniformly without replacement

1 𝑆 ← ∅;
2 for 𝑏 ← 𝑛 − 𝑠 + 1 to 𝑛 do
3 𝑎 ← a uniform random index in {1, 2, · · · , 𝑏};
4 if 𝑎 ∈ 𝑆 then
5 Insert 𝑏 to 𝑆 ;

6 else
7 Insert 𝑎 to 𝑆 ;

8 return 𝑆

2.3 Differential Privacy & Privacy Amplification
While MPC ensures that the transcript of the protocol does not leak any private information, the

output of the public function is still revealed, which may contain private information. Differential
privacy (DP) [22] is possibly the most popular solution to address this issue. An algorithmM is

(𝜀, 𝛿)-differential private if for any two neighbouring inputs I ∼ I′ and any set of outputs 𝑌 ,

Pr[M(I) ∈ 𝑌 ] ≤ 𝑒𝜀 · Pr[M(I′) ∈ 𝑌 ] + 𝛿.

Here 𝜀 and 𝛿 are the privacy parameters, where smaller values correspond to stronger privacy

guarantees but lead to larger errors. In particular, it is also called pure-DP if 𝛿 = 0. The Laplace

mechanism is a standard approach to inject DP noises, which can be easily expressed by a circuit

and then implemented in MPC [9].

Sampling is a useful tool in differential privacy, as a DP mechanism running on a random sample

provides higher privacy guarantees than when on the entire input. Formally, ifM is an (𝜀, 𝛿)-DP
mechanism and S is a sampling mechanism, thenM ◦ S satisfies (𝜀 ′, ℎ(𝛿))-DP for some 𝜀 ′ ≤ 𝜀
and some function ℎ. This is known as privacy amplification because the new mechanism has

better (i.e., smaller) 𝜀. Table 1 summaries the privacy amplification bounds for pure-DP for different

sampling methods. Shuffle sampling, which will be introduced in Section 3.1, does not have privacy

amplification [49], and the privacy amplification of WR sampling does not keep pure-DP [5].

Only WoR sampling (and its variant, stratified sampling) provides privacy amplification and keeps

pure-DP at the same time [5].

2.4 Basic Circuits
We introduce some basic circuits, which will be used to construct our batch sampling circuits later.
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Uniform Random Number Generator. A circuit has a fixed structure. To support random sampling,

some input wires will need to be fed with random numbers. A random bit under any secret-sharing

method can be easily generated [9, 13]. From these random bits, one can generate a uniformly

random (secret-shared) number from [𝑥] = {1, . . . , 𝑥}, where 𝑥 is also given in a secret-sharing

form. The idea is to take 𝜎 random bits, which combined together form a uniform random number

𝑦 ∈ {0, . . . , 2𝜎 − 1}. Then we return (𝑦 mod 𝑥) + 1. Generating 𝑦 in a range of 2
𝜎
ensures that the

generated random number is 2
−𝜎
-close to uniform, even if 𝑥 does not divide 2

𝜎
. We use URNG(𝑥)

to denote such a random number generator.

Sorting. Sorting circuits, a.k.a. sorting networks, have been studied extensively. The AKS network

[2] achieves the asymptotically optimal𝑂 (𝑛 log𝑛) size and𝑂 (log𝑛) depth, but with a huge hidden

constant. In practice, the Bitonic sorter [6] is widely used, which has𝑂 (𝑛 log2 𝑛) size and𝑂 (log2 𝑛)
depth. In this paper, we use the bitonic sorter in our circuit, denoted by sort, although it will be

replaced by a more efficient sorting algorithm in the two-server MPC model [26], which MASQUE

adopts.

Prefix-sum. The prefix-sum operation takes a sequence 𝑋 = (𝑥1, . . . , 𝑥𝑛) and a binary associative

operator ⊕, and outputs the sequence (𝑥1, 𝑥1 ⊕ 𝑥2, . . . , 𝑥1 ⊕ 𝑥2 ⊕ · · · ⊕ 𝑥𝑛). We call the output the

prefix-⊕ of 𝑋 . If ⊕ can be evaluated by a constant-size circuit, there is a prefix-⊕ circuit with

𝑂 (𝑛) size and 𝑂 (log𝑛) depth [36].

One useful generalization of prefix-sum is segmented prefix-sum. It takes two sequences 𝐴 =

(𝑎1, . . . , 𝑎𝑛) and 𝐵 = (𝑏1, . . . , 𝑏𝑛) as input, where equal elements in 𝐴 must appear consecutively

and form a segment. The outputs are the prefix-sums of each segment in 𝐵. For example, if

𝐴 = (2, 2, 4, 1, 1), then the output is (𝑏1, 𝑏1 + 𝑏2, 𝑏3, 𝑏4, 𝑏4 + 𝑏5). We call the output the prefix-⊕ of

𝐵 segmented by 𝐴. The segmented prefix-sum problem can also be solved by a circuit of 𝑂 (𝑛) size
and 𝑂 (log𝑛) depth [54].

Compaction. The input of the compaction operation consists of two sequences 𝑋 = (𝑥1, . . . , 𝑥𝑛)
and𝑇 = (𝑡1, . . . , 𝑡𝑛), where each 𝑡𝑖 ∈ {0, 1}. Each 𝑥𝑖 with 𝑡𝑖 = 1 is said to bemarked. The compaction

of 𝑋 on 𝑇 returns a permutation of 𝑋 such that all marked elements appear before the unmarked

elements. We require the compaction to be order-preserving, i.e., the relative ordering of the marked

elements must be preserved. We denote this operation as “compact 𝑋 by 𝑇 ”. It can be solved

by a circuit of 𝑂 (𝑛 log𝑛) size and 𝑂 (log𝑛) depth [48]. A special case of compaction is when 𝑋

contains dummy elements (denoted as ⊥) while there is no 𝑇 . In this case, the compaction moves

all non-dummy elements to the front, still in an order-preserving fashion.

Expansion. The expansion operation takes two sequences 𝑋 = (𝑥1, . . . , 𝑥𝑛) and 𝐷 = (𝑑1, . . . , 𝑑𝑛),
where each 𝑑𝑖 is a positive integer that indicates the number of repetitions that 𝑥𝑖 should appear in

the output. The output is a length-𝑚 sequence for𝑚 =
∑𝑛

𝑖=1 𝑑𝑖 :

(𝑥1, . . . , 𝑥1︸     ︷︷     ︸
𝑑1 times

, 𝑥2, . . . , 𝑥2︸     ︷︷     ︸
𝑑2 times

, . . . ).

We denote this operation as “expand 𝑋 by 𝐷”.

Expansion circuits have not been explicitly described in the literature. Nevertheless, it is not

hard to modify the algorithm of [35], which is designed under the oblivious RAM model, into an

expansion circuit of 𝑂 (𝑚 log𝑚) size and 𝑂 (log𝑚) depth. The idea works as follow: First calculate
the prefix-sum of 𝐷 , which indicates the first location where each distinct 𝑥𝑖 appears; then put

each 𝑥𝑖 to its destination using the butterfly-like network [25] in a reverse order; and finally copy

each 𝑥𝑖 to fill its following empty locations by another prefix-sum circuit. The concrete circuit is

Proc. ACM Manag. Data, Vol. 1, No. 3 (SIGMOD), Article 219. Publication date: September 2023.



Secure Sampling for Approximate Multi-partyQuery Processing 219:9

described in Algorithm 2, in which the binary operator ⊕ is defined as

𝑥 ⊕ 𝑦 =

{
𝑥, if 𝑦 =⊥;
𝑦, otherwise.

Note that although we present the circuit using pseudocode instead of drawing it out, it should be

clear that it yields a circuit. In particular, the if-then-else can be done by a series of comparison

gates and multiplexers. The same holds for all other circuits presented later in this paper.

Algorithm 2: Expansion circuit

Input: 𝑋 = (𝑥1, . . . , 𝑥𝑛); 𝐷 = (𝑑1, . . . , 𝑑𝑛)
Output: 𝑌 = (𝑦1, . . . , 𝑦𝑚)

1 (𝑒1, . . . , 𝑒𝑛) ← prefix-+ of (0, 𝑑1 − 1, 𝑑2 − 1, . . . , 𝑑𝑛−1 − 1);
2 for 𝑗 ← 1 to𝑚 do in parallel
3 if 𝑗 ≤ 𝑛 then
4 (𝑎 (0)

𝑗
, 𝑏
(0)
𝑗
) ← (𝑥 𝑗 , 𝑒 𝑗 );

5 else
6 (𝑎 (0)

𝑗
, 𝑏
(0)
𝑗
) ← (⊥, 0);

7 for ℓ ← 1 to ⌈log𝑚⌉ do
8 𝑠 ← 2

⌈log𝑚⌉−ℓ
;

9 for 𝑗 ← 1 to𝑚 do in parallel
10 if 𝑏 (ℓ−1)

𝑗
< 𝑠 and 𝑎 (ℓ−1)

𝑗
≠⊥ then

11 (𝑎 (ℓ)
𝑗
, 𝑏
(ℓ)
𝑗
) ← (𝑎 (ℓ−1)

𝑗
, 𝑏
(ℓ−1)
𝑗
);

12 else if 𝑗 > 𝑠 and 𝑏 (ℓ−1)
𝑗−𝑠 ≥ 𝑠 then

13 (𝑎 (ℓ)
𝑗
, 𝑏
(ℓ)
𝑗
) ← (𝑎 (ℓ−1)

𝑗−𝑠 , 𝑏
(ℓ−1)
𝑗−𝑠 − 𝑠);

14 else
15 (𝑎 (ℓ)

𝑗
, 𝑏
(ℓ)
𝑗
) ← (⊥, 0);

16 𝑌 ← prefix-⊕ of (𝑎 (ℓ)
1
, . . . , 𝑎

(ℓ)
𝑚 );

17 return 𝑌

Primary Key Join. Join, or natural join, is a basic operation in databases. Let 𝑅(𝐴, 𝐵) and 𝑆 (𝐵,𝐶)
be two relations, each of which has 𝑛 tuples. Their join result, 𝑅 Z 𝑆 , is the combination of tuples

of 𝑅 and 𝑆 that have the same value for their common attribute 𝐵, i.e.,

𝑅 Z 𝑆 = {(𝑎, 𝑏, 𝑐) | (𝑎, 𝑏) ∈ 𝑅 and (𝑏, 𝑐) ∈ 𝑆}.
Doing the join using a circuit must prepare for the worst case where the output size can be 𝑛2. We

avoid such a large circuit by only using primary key joins, where 𝐵 is the primary key of 𝑅. Such

a join has output size at most 𝑛, and there is a circuit of size 𝑂 (𝑛 log2 𝑛) and depth 𝑂 (log2 𝑛) for
computing it (see Section 5.3 of [54]). This circuit has an output size of 𝑛, which is the maximum

possible join size, although some output elements may be ⊥.

3 BATCH SAMPLING
We propose batch sampling, in which both the input X and output S are a sequence of 𝑛 elements,

such that each 𝑆𝑖 = S[(𝑖 − 1)𝑠 + 1, . . . , 𝑖𝑠], 𝑖 = 1, . . . , 𝑛/𝑠 , is a random sample taken from X. When
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each 𝑆𝑖 is a WR sample, WoR sample, or stratified sample, and all 𝑆𝑖 are independent, we call it batch

WR sampling, batch WoR sampling, or batch stratified sampling, respectively, and their algorithms

in plaintext can be easily obtained by repeatedly generating the corresponding sample for 𝑛/𝑠 times

independently, which have 𝑂 (𝑛) cost. The main algorithmic results of this paper are �̃� (𝑛)-size
circuits for these sampling methods. See Table 1 for a summary.

3.1 Shuffle Sampling
Shuffle sampling differs from batch WR/WoR sampling that all 𝑆𝑖 are not independent. For shuffle

sampling, S is simply a random permutation of X, i.e., each 𝑆𝑖 is a WoR sample and the set of

X is a union of all 𝑆𝑖 . In plaintext, a random permutation on X can be obtained by applying

the Fisher-Yates shuffle algorithm [23]. Due to this simplicity, shuffle sampling is widely used in

stochastic gradient descent. However, since the samples are not independent, it causes issues in

query estimation, fairness, and representativeness in an AQP system [50].

Under MPC, the standard approach to implement shuffle sampling is by first assigning each

element a sufficiently long random key (such that any pair of keys are different) and sorting the

elements by the keys. More precisely, (𝜎 + 2 log𝑛)-bit random keys for 𝑛 elements ensure that

repetitive keys appear with probability at most 2
−𝜎
, by the similar analysis to the birthday problem.

Thus, the shuffle sampling circuit has the same size and depth as that of sorting.

3.2 The Batch WR Sampling Circuit
We introduce our construction to the batch WR sampling circuit. It also serves as an example

to illustrate how to break the Ω(𝑛) lower bound by batch sampling. The key observation is that,

although taking an element from X with a secret random index requires Ω(𝑛) time, generating

such a random index can be done in 𝑂 (1) time by URNG. Therefore, we first generate 𝑒𝑖𝑑 , the

random indices of elements in all the 𝑛/𝑠 samples, along with the corresponding 𝑠𝑖𝑑 , indicating

which sample this element belongs to. Then we use primary key join to connect the indices to their

corresponding elements. Finally sort the elements by 𝑠𝑖𝑑 so elements in the same sample appear

consecutively. See Algorithm 3 for the pseudocode.

Note that the idea also works for batch WoR sampling or batch stratified sampling: Given a

circuit that generates the 𝑠 indices of elements for each sample, we apply the circuit 𝑛/𝑠 times

independently to get 𝑛 indices of elements for the batch of samples, and then map the indices to

the elements by a primary key join. Therefore, we will discuss how to generate the indices of a

WoR sample and a stratified sample in Section 4 and 5 respectively.

Algorithm 3: Batch WR sampling circuit

Input: X = (𝑥1, . . . , 𝑥𝑛)
Output: S = {𝑆𝑖 }𝑛/𝑠𝑖=1

1 Initialize 𝑅1 (𝑋, 𝑒𝑖𝑑) with size 𝑛;

2 Initialize 𝑅2 (𝑒𝑖𝑑, 𝑠𝑖𝑑) with size 𝑛;

3 for 𝑖 ← 1 to 𝑛 do in parallel
4 𝑅1 [𝑖] ← (𝑥𝑖 , 𝑖);
5 𝑅2 [𝑖] ← (URNG(𝑛), ⌈𝑖/𝑠⌉);
6 Compute 𝑇 ← 𝑅1 Z 𝑅2, where 𝑒𝑖𝑑 is the primary key of 𝑅1;

7 Sort 𝑇 on 𝑇 .𝑠𝑖𝑑 ;

8 return 𝑇 .𝑋
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3.3 Online Sample Size
The batch sampling, by definition, requires the sample size 𝑠 given in advance and all samples in

the batch have the same size. In many applications, the user may desire a different sample size

for each query, especially for interactive data analytics. One may start with some rough estimates

(small sample sizes suffice) and then drill down for more accurate answers.

For batch WR sampling or shuffle sampling, it is straightforward to return the first 𝑠 ′ elements

of S to the query, if it specifies sample size 𝑠 ′. This solution does not work for WoR sampling

or stratified sampling, though. To support online sample sizes, we can prepare ⌈log𝑛⌉ batches of
samples in the offline stage, where the sample sizes are 𝑠 = 2, 4, 8, · · · , 2 ⌈log𝑛⌉−1, 𝑛. That is, the 𝑖-th
batch contains 𝑛/2𝑖 samples of size 2

𝑖
. When the user wants a sample of size 𝑠 ′, we take a sample

from the ℓ = ⌈log 𝑠 ′⌉-th batch, which has size 2
ℓ
and is at most twice the required

3
sample size

𝑠 ′. This increases the initial offline cost by a log𝑛 factor. However, it is important to note that

the amortized sampling cost does not increase, because after a batch is depleted, we only need to

replenish that batch.

3.4 Private Data Size
The default constructions of the circuits of batch sampling in this paper assume that the input X
contains no dummy elements. In many MPC applications, dummy elements are often padded to

hide the number of real elements. When taking samples from a dataset with dummies, we should

guarantee that we only sample from the real elements, otherwise the quality of the sample is not

ensured.

Let �̃� ≤ 𝑛 be the number of real elements, which is private. This means that the circuit structure

cannot depend on �̃�. Shuffle sampling does not easily extend to this case.
4
Our circuits for batch

WR sampling, WoR sampling, and stratified sampling, can easily support this scenario with little

overhead, which is an extra compaction that move dummy elements to the end of X, so that the
first �̃� elements are real. Then, for our WR sampling circuit, we simply generate random indices

(𝑆.𝑒𝑖𝑑) in [�̃�] instead of [𝑛]. This idea also works similarly in the WoR sampling circuit or stratified

sampling circuit. We ignore the details in this paper.

4 WOR SAMPLING
In this section, we discuss how to design a circuit with size �̃� (𝑠) and depth �̃� (1) that generates
indices for a WoR sample. As mentioned in Section 3.2, this yields a batch WoR sampling circuit

with size �̃� (𝑛) and depth �̃� (1). Compared with WR sampling, the major difficulty is ensuring the

indices of a WoR sample to be distinct. All existing algorithms in plaintext will lose their high

efficiency under MPC model. For example, simply simulating the Floyd’s algorithm (Algorithm 1)

with a circuit would have 𝑂 (𝑠2) size per sample, as it needs a membership test 𝑏 ∈ 𝑆 in line 4. A

naive circuit for this still requires 𝑂 (𝑠) size. Besides, the algorithm has 𝑠 sequential steps; we must

parallelize it in order to reduce the circuit depth.

Below we show how to transform Floyd’s algorithm into a circuit of size �̃� (𝑠) and depth �̃� (1).
Our idea is to model the execution of Floyd’s algorithm with a directed graph𝐺 = (𝑉 , 𝐸). The nodes
𝑉 = [𝑛] correspond to the indices to be sampled, the edges are 𝐸 = {(𝑎𝑖 , 𝑏𝑖 )}𝑠𝑖=1 where 𝑏𝑖 = 𝑛 − 𝑠 + 𝑖
and each 𝑎𝑖 is taken from URNG(𝑏𝑖 ), and 𝑎𝑖 and 𝑏𝑖 correspond to the values of 𝑎 and 𝑏 respectively

in the 𝑖-th iteration of the loop. Note that 𝑎𝑖 ≤ 𝑏𝑖 for all 𝑖 . We allow self-loops, i.e., 𝑎𝑖 = 𝑏𝑖 . Let 𝑆 be

3
We could further sub-sample to obtain the required sample size exactly, but this is often unnecessary: Returning a slightly

larger sample only makes the query more accurate, while incurring the same query processing cost𝑂 (𝑠) .
4
If we only return the random permutation over the �̃� real elements, the output size would reveal �̃�.
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the output of Algorithm 1, then 𝑆 ⊆ 𝑉 forms a size-𝑠 WoR sample of [𝑛]. We then discuss how to

find 𝑆 using this graph.

4.1 The Reduced Graph
First we introduce the reduced graph 𝐺 ′(𝑉 ′, 𝐸 ′) of 𝐺 , where 𝑉 ′ is the non-trivial nodes of 𝑉 , i.e.,

𝑉 ′ = {∃𝑏 : (𝑎, 𝑏) ∈ 𝐸 | 𝑎 ∈ 𝑉 } ∪ {∃𝑎 : (𝑎, 𝑏) ∈ 𝐸 | 𝑏 ∈ 𝑉 }.
The edge set 𝐸 ′ is initially ∅. Define 𝑉𝑎 = {𝑏 ∈ 𝑉 | (𝑎, 𝑏) ∈ 𝐸}. For any 𝑎 where 𝑉𝑎 ≠ ∅, assume

the elements in 𝑉𝑎 are 𝑣1, . . . , 𝑣𝑘 in the order 𝑣1 < 𝑣2 < · · · < 𝑣𝑘 , then we insert the set of edges

{(𝑎, 𝑣1), (𝑣2, 𝑣2), . . . , (𝑣𝑘 , 𝑣𝑘 )} to 𝐸 ′. The circuit for computing the edges of the reduced graph is

described in Algorithm 4. See Figure 1 for an example.

Algorithm 4: Construct reduced graph

Input: Edges 𝐸 = {(𝑎𝑖 , 𝑏𝑖 )}𝑠𝑖=1;
Output: Edges of reduced graph 𝐺 ′

1 Initialize relation 𝑅(𝐴, 𝐵) with 𝐸;
2 Sort 𝑅 by (𝐴, 𝐵);
3 for 𝑖 ← 2 to 𝑠 do in parallel
4 if 𝑅 [𝑖] .𝐴 = 𝑅 [𝑖 − 1] .𝐴 then
5 𝑅 [𝑖] .𝐴← 𝑅 [𝑖] .𝐵

6 return The tuples of 𝑅

Lemma 4.1. Let𝐺 ′(𝑉 ′, 𝐸 ′) be the reduced graph of𝐺 (𝑉 , 𝐸). Each connected component of𝐺 ′ forms
a tree with only one leaf node, except that there may be an extra self-loop at the root node of the tree.
For any node 𝑣 ∈ 𝑉 ′, 𝑣 ∉ 𝑆 if and only if 𝑣 is the leaf of a tree with root 𝑟 ≤ 𝑛 − 𝑠 .

Proof. In the reduced graph 𝐺 ′, it can be easily verified that the in-degree of any node is at

most 1, and the out-degree of any node is also at most 1 if ignoring all self-loops. Therefore, each

connected component of 𝐺 ′ forms a tree with only one root node, except that there may be an

extra self-loop at the root node of the tree. Let 𝑣1, 𝑣2, . . . , 𝑣𝑘 be the nodes of such a tree from root 𝑣1
to the only leaf 𝑣𝑘 , so 𝑣1 < 𝑣2 < · · · < 𝑣𝑘 . We are going to prove that (1) if (𝑣1, 𝑣1) ∉ 𝐸 ′, then 𝑣𝑖 ∈ 𝑆
for any 𝑖 < 𝑘 , while 𝑣𝑘 ∉ 𝑆 ; (2) if (𝑣1, 𝑣1) ∈ 𝐸 ′, then 𝑣𝑖 ∈ 𝑆 for all 𝑖; (3) (𝑣1, 𝑣1) ∉ 𝐸 ′ if and only if

𝑣1 ≤ 𝑛 − 𝑠 . By combining the three results we conclude the proof.

First we prove (1), in which case (𝑣1, 𝑣1) ∉ 𝐸 ′. Since (𝑣1, 𝑣2) ∈ 𝐸, we consider in the algorithm

with the loop when 𝑎 = 𝑣1 and 𝑏 = 𝑣2. In this time 𝑣1 ∉ 𝑆 so the algorithm takes 𝑣1 to 𝑆 and ignore

𝑣2, because otherwise there exists some 𝑣 < 𝑣1 that (𝑣, 𝑣1) ∈ 𝐸, then it implies (𝑣1, 𝑣1) ∈ 𝐸 ′ due to
the construction of𝐺 ′. Therefore, by the algorithm 𝑣1 will be taken to the sample. Then we move to

the loop when 𝑎 = 𝑣2 and 𝑏 = 𝑣3, which runs after 𝑎 = 𝑣1. Since 𝑣2 has only appeared once and was

ignored, 𝑣2 ∉ 𝑆 , so the algorithm takes 𝑣2 to 𝑆 and ignore 𝑣3, and so on, until we move to the loop

with 𝑎 = 𝑣𝑘−1 and 𝑏 = 𝑣𝑘 , and the algorithm takes 𝑣𝑘−1 to 𝑆 and ignore 𝑣𝑘 . Since the out-degree of

𝑣𝑘 is 0, there is no more chance that 𝑣𝑘 is sampled. Therefore, we conclude (1).

Next we prove (2). Since (𝑣1, 𝑣1) ∈ 𝐸 ′, either (𝑣1, 𝑣1) ∈ 𝐸 or there exists 𝑣 < 𝑣 ′ < 𝑣1 such that

(𝑣, 𝑣 ′) ∈ 𝐸 and (𝑣, 𝑣1) ∈ 𝐸. In the former case, 𝑣1 is taken to 𝑆 when 𝑎 = 𝑏 = 𝑣1. In the latter case,

the algorithm meets 𝑎 = 𝑣, 𝑏 = 𝑣 ′ before 𝑎 = 𝑣, 𝑏 = 𝑣1. In the time 𝑎 = 𝑣 and 𝑏 = 𝑣 ′, either 𝑎 ∈ 𝑆
already, or 𝑎 is taken to 𝑆 at this step, so in any case, 𝑎 ∈ 𝑆 after this step. Therefore, in the time

𝑎 = 𝑣 and 𝑏 = 𝑣1, 𝑣1 is taken to 𝑆 because 𝑣 is already in 𝑆 . We then move to 𝑎 = 𝑣1 and 𝑏 = 𝑣2, and
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find that 𝑣1 is already in 𝑆 so 𝑣2 is taken to 𝑆 , and so on, until we move to the loop with 𝑎 = 𝑣𝑘−1
and 𝑏 = 𝑣𝑘 , and the algorithm takes 𝑣𝑘 to 𝑆 because 𝑣𝑘−1 is already in 𝑆 . Therefore, we conclude (2).

Recall that the in-degree of any node in 𝐺 ′ is at most 1. Also note that during the construction

of the reduced graph, the in-degree of any node does not change. Therefore, we prove (3) by noting

the fact that (𝑣1, 𝑣1) ∈ 𝐸 ′ if and only if the in-degree of 𝑣1 is 1 in 𝐺
′
, hence is 1 in 𝐺 , if and only if

𝑣1 = 𝑏𝑖 for some 𝑖 , if and only if 𝑣1 > 𝑛 − 𝑠 .
By combining the results of (1)(2)(3) we conclude the lemma. □

From the lemma we can easily verify that 𝑆 is the set of nodes𝑉 ′ in the reduced graph𝐺 ′ except
those leaf nodes with root at most 𝑛 − 𝑠 . To correctly connect the leaf node to its root, we will need

the pointer jumping technique introduced below.

4.2 Pointer Jumping
Next we introduce the pointer jumping technique. It is a standard technique in parallel computing

to find the roots of all nodes, and can be used in the MPC model. The basic operation of pointer

jumping is to replace each tail of a directed edge to its tail’s (only) tail, if it exists. That is, for

two consecutive direct edge (𝑢, 𝑣), (𝑣,𝑤), pointer jumping changes edge (𝑣,𝑤) to edge (𝑢,𝑤). See
Figure 1(c) for an example. In one round, every pair of consecutive edges is updated simultaneously.

It is easy to verify that after at most ℎ = ⌈log𝑑⌉ jumps, there is an edge between any node’s original

root and itself, where 𝑑 is diameter, i.e., the length of the longest tree in the graph. Each jump can

be directly realized by a primary key join circuit, as shown in Algorithm 5.

Algorithm 5: Pointer jumping circuit

Input: Edges {(𝑎𝑖 , 𝑏𝑖 )}𝑠𝑖=1 with all 𝑏𝑖 distinct; number of jumps ℎ

Output: Updated edges after jumping

1 Initialize relation 𝑅(𝐴, 𝐵) with tuples {(𝑎𝑖 , 𝑏𝑖 )}𝑠𝑖=1;
2 for 𝑖 ← 1 to ℎ do
3 𝑆 (𝐵,𝐶) ← 𝑅(𝐴, 𝐵) with columns (𝐴, 𝐵) renamed to (𝐵,𝐶);
4 𝑇 (𝐴, 𝐵,𝐶) ← 𝑅 Z 𝑆 , where 𝐵 is the primary key of 𝑅;

5 for 𝑗 ← 1 to 𝑠 do in parallel
6 if 𝑇 [ 𝑗] .𝐴 =⊥ then
7 𝑇 [ 𝑗] .𝐴← 𝑇 [ 𝑗] .𝐵 ; // Leave the edge unchanged if it cannot jump

8 𝑅(𝐴,𝐶) ← 𝑇 (𝐴, 𝐵,𝐶) with column 𝐵 removed;

9 Rename column 𝐶 of 𝑅(𝐴,𝐶) to 𝐵;
10 return The tuples of 𝑅

4.3 The Batch WoR Sampling Circuit
Nowwe are ready to introduce the circuit for generating the indices of aWoR sample in Algorithm 6.

First we follow the Floyd’s algorithm to get {(𝑎𝑖 , 𝑏𝑖 )}𝑛𝑖=1 which is also the set of edges in the original

graph 𝐺 . The we reduce the graph to get 𝐺 ′ by Algorithm 4. We then link the nodes of 𝐺 ′ to their

roots by Algorithm 5, and finally carefully choose the set of sample 𝑆 by Lemma 4.1. The size and

depth of the circuit are dominated by the size and depth of the pointer jumping circuit, which are

𝑂 (𝑠ℎ log2 𝑠) and𝑂 (ℎ log2 𝑠) respectively. By taking ℎ = log 𝑠 , the size and depth are𝑂 (𝑠 log3 𝑠) and
𝑂 (log3 𝑠) respectively. We give an example in Figure 1, in which 𝑛 = 20 and 𝑠 = 8.
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Algorithm 6: Generate the indices of a WoR sample

Input: Domain size 𝑛; number of jumps ℎ

Output: The indices 𝑆 of a WoR sample

1 Initialize 𝑅(𝐴, 𝐵) with size 𝑠 ;

2 for 𝑖 ← 1 to 𝑠 do in parallel
3 𝑏𝑖 ← 𝑛 − 𝑠 + 𝑖;
4 𝑎𝑖 ← URNG(𝑏𝑖 );
5 𝐸 ← {(𝑎𝑖 , 𝑏𝑖 )}𝑠𝑖=1;
6 𝐸 ′← the output of Algorithm 4 with input 𝐸;

7 𝐸 ′← the output of Algorithm 5 with input 𝐸 ′ and ℎ;

8 𝑅(𝐴, 𝐵) ← 𝐸 ′;

9 Sort 𝑅 by (𝐴, 𝐵);
10 Initialize an array 𝑆 with size 𝑠;

11 for 𝑖 ← 1 to 𝑠 do in parallel
12 (𝑎, 𝑏) ← (𝑅 [𝑖] .𝐴, 𝑅 [𝑖] .𝐵);
13 if 𝑎 ≤ 𝑛 − 𝑠 and (𝑖 = 𝑠 or 𝑎 ≠ 𝑅 [𝑖 + 1] .𝐴) then
14 𝑆 [𝑖] ← 𝑎;

15 else
16 𝑆 [𝑖] ← 𝑏;

17 return 𝑆

4.4 Reduce the Number of Jumps
Although 𝑑 , the diameter of 𝐺 ′, can be as large as 𝑠 in the worst case, this happens with negligible

probability. If one does not pursue an algorithm that always succeeds and returns a perfect uniform

sample, both the size and the depth of the circuit can be reduced by setting a smaller ℎ.

Lemma 4.2. For any𝑚 ≥ 2𝑒 ln𝑛, the diameter 𝑑 of the reduced graph 𝐺 ′ is larger than𝑚 with
probability at most 𝑛 · 2−𝑚 .

Proof. Let𝐺 𝑗 be the subgraph of𝐺 , obtained by running the Floyd’s algorithm for only the first

𝑗 steps, i.e.,𝐺 𝑗 = (𝑉 , 𝐸 𝑗 ) where 𝐸 𝑗 = {(𝑎𝑖 , 𝑏𝑖 )} 𝑗𝑖=1, 𝑏𝑖 = 𝑛 − 𝑠 + 𝑖 and 𝑎𝑖 is taken from URNG(𝑏𝑖 ). Let
𝐺 ′𝑗 = (𝑉 ′𝑗 , 𝐸 ′𝑗 ) be the reduced graph of 𝐺 𝑗 . While inserting (𝑎 𝑗+1, 𝑏 𝑗+1) into 𝐸 𝑗 we easily obtain 𝐺 𝑗+1
from𝐺 𝑗 , we can also verify that by inserting a node 𝑏 𝑗+1 to𝑉 ′𝑗 and an edge (𝑣, 𝑏 𝑗+1) to 𝐸 ′𝑗 , we obtain
𝐺 ′𝑗+1 from 𝐺 𝑗 , where 𝑣 = 𝑏 𝑗+1 if the out-degree of 𝑎𝑖+1 in 𝐺 ′𝑗 is at least 1, and 𝑣 = 𝑎 𝑗+1 otherwise.

Let 𝑙 𝑗 (𝑖) be leaf node of the tree starting from node 𝑖 in 𝐺 ′𝑗 , ignoring all self-loops, while setting

𝑙 𝑗 (𝑖) = 0 if such tree does not exist, i.e., 𝑖 is not the root of any tree. We also define 𝑑 𝑗 (𝑖) as the
height of this tree, and 𝑑 𝑗 (𝑖) = 0 if this tree does not exist. Moving to the 𝑗 + 1-th step, the height

of the tree is increased by 1 if and only if 𝑙 𝑗 (𝑖) < 𝑏 𝑗+1 and 𝑎 𝑗+1 = 𝑙 𝑗 (𝑖). Given 𝑙 𝑗 (𝑖) < 𝑏 𝑗+1, the event
𝑎 𝑗+1 = 𝑙 𝑗 (𝑖) happens with probability 1/(𝑛 − 𝑠 + 𝑗 + 1). Therefore,

Pr[𝑑 𝑗+1 (𝑖) = 𝑑 𝑗 (𝑖) + 1 | 𝐺 ′𝑗 ] ≤ 1/(𝑛 − 𝑠 + 𝑗).
Let𝑌𝑖 be a Bernoulli variable with parameter 1/(𝑛−𝑠 +𝑖), and E[∑𝑠

𝑖=1 𝑌𝑖 ] =
∑𝑠

𝑖=1 1/(𝑛−𝑠 +𝑖) ≤ ln𝑛.

Let 𝛿 =𝑚/ln𝑛 ≥ 2𝑒 . By Chernoff bound,

Pr

[
𝑠∑︁
𝑖=1

𝑌𝑖 ≥ 𝑚
]
≤

(
𝑒𝛿−1

𝛿𝛿

) ln𝑛
< 2
−𝑚 .
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1 12 13 14 15 16 17 18 19 202 3 4 5 8 9 10 116 7

(a) The original graph𝐺 with edges𝐸 = {(8, 13), (12, 14), (8, 15), (1, 16), (8, 17), (4, 18), (18, 19), (15, 20) }.

1 12 13 14 15 16 17 18 19 204 8

(b) The reduced graph𝐺′ of𝐺 , where the edges (8, 15) and (8, 17) are replaced by the self-loops

(marked in red) (15, 15) and (17, 17) , respectively.

1 12 13 14 15 16 17 18 19 204 8

(c) After applying pointer jumping to𝐺′, the edge (18, 19) is replaced by (4, 19) and colored in blue.

1 12 13 14 15 16 17 18 19 204 81 4 8 12

(d) The edges that we take the heads to 𝑆 are (4, 18), (15, 15), (15, 20), (17, 17) (orange lines); we
take the tails of other edges to 𝑆 (green lines). Finally 𝑆 = {1, 4, 8, 12, 15, 17, 18, 20}.

Fig. 1. Example of Algorithm 6

This implies Pr[𝑑𝑠 (𝑖) ≥ 𝑚] ≤ 2
−𝑚

. Note that the diameter of 𝐺 ′ is the maximum diameter of its

connected components, which is the maximum height of the trees. Therefore, by union bound,

Pr[𝑑 ≥ 𝑚] = Pr

[
𝑛∨
𝑖=1

𝑑𝑠 (𝑖) ≥ 𝑚
]
≤

𝑛∑︁
𝑖=1

Pr[𝑑𝑠 (𝑖) ≥ 𝑚] ≤ 𝑛 · 2−𝑚 . □

Corollary 4.3. Taking ℎ = ⌈log(𝜎 + 2𝑒 · ln𝑛)⌉, Algorithm 6 fails with probability at most 2−𝜎 ,
where 𝜎 is the statistical security parameter and 𝜎 = Ω(log𝑛). If it succeeds, then it returns a sample
of [𝑛] with statistical distance to a perfect WoR sample with samplei size 𝑠 at most 2−𝜎 . Recall that
we assume 𝜎 = Ω(log𝑛), so ℎ = 𝑂 (log𝜎). Therefore, the circuit has size 𝑂 (𝑠 log2 𝑠 log𝜎) and depth
𝑂 (log2 𝑠 log𝜎).

Finally we conclude the main theorem of this section.

Theorem 4.4. There exists a circuit that generates a batch ofWoR samples with size𝑂 (𝑛 log2 𝑛 log𝜎)
and depth 𝑂 (log2 𝑛 log𝜎). It fails with probability at most 2−𝜎 .

5 STRATIFIED SAMPLING
In stratified sampling, the elements are divided into 𝑔 strata, where the 𝑗-th stratum has size 𝑑 𝑗 .

Stratified sampling is very useful for group-by queries, where each group is a stratum. Suppose

the data is given in a relation 𝑅 that is stratified by attribute 𝑔𝑖𝑑 (i.e., 𝑔𝑖𝑑 is the group-by attribute),

whose values are taken from [𝑔]. Let 𝑘 𝑗 be the number of elements sampled from the 𝑗-th stratum.

If 𝑔, 𝑑 𝑗 , 𝑘 𝑗 are all public, stratified sampling simply reduces to 𝑔 instances of WoR sampling, as
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done in SAQE [9]. Here, we aim at full privacy protection where 𝑔,𝑑 𝑗 , 𝑘 𝑗 are all kept private (e.g., 𝑔

might be the number of customers and the 𝑑 𝑗 ’s are the numbers of orders placed by the customers),

namely, the only information released is the input size 𝑛 and the sample size 𝑠 (from all strata). It

turns out we can achieve full-privacy protection for stratified sampling using a circuit whose size

is the same as that of WoR sampling, which is the special case when there is just one stratum.

5.1 Sizing Policy
How to set the sample size 𝑘 𝑗 for each stratum depends on the stratified sample sizing policy, and

a technical challenge for full-privacy protection is to compute these 𝑘 𝑗 ’s using a circuit under a

given policy. We consider the following two common policies.

Individualized sample sizes. Under this policy, one sets 𝑘 𝑗 = 𝐹 ( 𝑗, 𝑑 𝑗 ) for a certain function 𝐹

such that 𝐹 ( 𝑗, 𝑑 𝑗 ) ≤ 𝑑 𝑗 and 𝑠 =
∑𝑔

𝑗=1
𝐹 ( 𝑗, 𝑑 𝑗 ). For example, 𝐹 ( 𝑗, 𝑑 𝑗 ) = 𝑑 𝑗 · 𝑠/𝑛 yields a uniform

policy where the sample size is proportional to the stratum size; other forms of 𝐹 ( 𝑗, 𝑑 𝑗 ) may yield a

non-uniform policy that emphasizes certain strata. We assume 𝐹 ( 𝑗, 𝑑 𝑗 ) ≥ 1 for all 𝑗 , which implies

𝑔 ≤ 𝑠 .
Given the relation 𝑅, we compute the 𝑘 𝑗 ’s by Algorithm 7. Note that 𝑔 is private and can be as

large as 𝑠 , so we output 𝑠 values 𝑑1, . . . , 𝑑𝑠 , where 𝑑𝑖 is the 𝑖-th stratum size if 𝑖 ≤ 𝑔, and 𝑑𝑖 =⊥
otherwise. Then the sample sizes (𝑘1, . . . , 𝑘𝑠 ) can be computed by 𝐹 . Note that if 𝑑𝑖 =⊥, then 𝑘𝑖 = 0,

i.e., does not take any element from a dummy stratum.

Algorithm 7: Compute strata sizes and sample sizes

Input: 𝑅(𝑒𝑖𝑑, 𝑔𝑖𝑑)
Output: Strata sizes (𝑑1, . . . , 𝑑𝑠 ); sample sizes (𝑘1, . . . , 𝑘𝑠 )

1 Sort 𝑅 by 𝑔𝑖𝑑 ;

2 (𝑑1, . . . , 𝑑𝑛) ← prefix-+ of (1, 1, . . . , 1) segmented by 𝑅.𝑔𝑖𝑑 ;

3 for 𝑖 ← 1 to 𝑛 − 1 do in parallel
4 if 𝑅 [𝑖] .𝑒𝑖𝑑 = 𝑅 [𝑖 + 1] .𝑒𝑖𝑑 then
5 𝑑𝑖 ←⊥;

6 Compact (𝑑1, . . . , 𝑑𝑛) to size 𝑠;

7 for 𝑖 ← 1 to 𝑠 do in parallel
8 if 𝑑𝑖 =⊥ then
9 𝑘𝑖 ← 0;

10 else
11 𝑘𝑖 ← 𝐹 (𝑖, 𝑑𝑖 );

12 return (𝑑1, . . . , 𝑑𝑠 ), (𝑘1, . . . , 𝑘𝑠 )

Threshold policy. Another common sizing policy (e.g., adopted in BlinkDB [1]) first finds a

threshold 𝑘 and then sets 𝑘 𝑗 = min(𝑘, 𝑑 𝑗 ), where 𝑘 is the maximum integer such that

∑𝑔

𝑗=1
𝑘 𝑗 ≤ 𝑠 .

In other words, those strata with size ≤ 𝑘 will be fully taken to the sample, while for any other

stratum, a WoR sample of size 𝑘 will be taken. This policy has the benefit that all groups are well

represented in the sample. Different from the individualized sizing policy, in threshold policy, 𝑘𝑖
does not only depend on 𝑗 and 𝑑 𝑗 , but all the 𝑑 𝑗 ’s.

Next we discuss how to compute 𝑘 , hence all the 𝑘 𝑗 ’s for the threshold policy. Let {𝑑 𝑗 }𝑠𝑗=1 be
the strata sizes computed by Algorithm 7, where 𝑠 − 𝑔 of them are dummy. We first sort {𝑑𝑖 }𝑔𝑖=1
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in ascending order (putting dummy elements at the end). Abusing notation, we still let {𝑑𝑖 }𝑠𝑖=1 be
sequence after sorting, so that 𝑑1 ≤ 𝑑2 ≤ · · · ≤ 𝑑𝑔 and 𝑑𝑔+1 = · · · = 𝑑𝑠 =⊥. Let 𝑡 𝑗 be the total sample

size of all strata when 𝑘 = 𝑑 𝑗 , then

𝑡 𝑗 =


𝑑1 · 𝑔, 𝑗 = 1;

𝑡 𝑗−1 + (𝑑 𝑗 − 𝑑 𝑗−1) · (𝑔 − 𝑗 + 1), 2 ≤ 𝑗 ≤ 𝑔;
⊥, otherwise.

Let 𝑙 be the maximum value such that 𝑠 ≥ 𝑡𝑙 , which can be computed by a prefix-sum circuit and

then taking the last value. Then

𝑘 = ⌊(𝑠 − 𝑡𝑙 )/(𝑔 − 𝑙)⌋ + 𝑑𝑙 .
Once 𝑘 is computed, the sample sizes of the strata is are defined by setting 𝑘 𝑗 = min(𝑑 𝑗 , 𝑘). Our
circuit for computing the threshold 𝑘 is described in Algorithm 8, in which the binary operator ⊕
is defined as

(𝑙1, 𝑑1, 𝑡1) ⊕ (𝑙2, 𝑑2, 𝑡2) =
{
(𝑙2, 𝑑2, 𝑡2), if 𝑙2 ≥ 𝑙1;
(𝑙1, 𝑑1, 𝑡1), otherwise.

The circuit has size 𝑂 (𝑠 log2 𝑠) and depth 𝑂 (log2 𝑠).

Algorithm 8: Compute threshold

Input: Strata sizes (𝑑1, . . . , 𝑑𝑠 )
Output: The threshold 𝑘

1 (𝑑1, . . . , 𝑑𝑠 ) ← Sort (𝑑1, . . . , 𝑑𝑠 ) while putting ⊥ at the end;

2 𝑡1 ← 𝑑1 · 𝑔;
3 for 𝑗 ← 2 to 𝑠 do in parallel
4 𝑡 𝑗 ← (𝑑 𝑗 − 𝑑 𝑗−1) · (𝑔 − 𝑗 + 1);
5 (𝑡1, . . . , 𝑡𝑠 ) ← prefix-+ of (𝑡1, . . . , 𝑡𝑠 );
6 Initialize a relation 𝑅(𝐿, 𝐷,𝑇 ) with size 𝑠;

7 for 𝑗 ← 1 to 𝑠 do in parallel
8 if 𝑗 ≤ 𝑔 and 𝑡 𝑗 ≤ 𝑠 then
9 𝑅 [ 𝑗] .𝐿 ← 𝑗 ;

10 else
11 𝑅 [ 𝑗] .𝐿 ← 0;

12 𝑅 [ 𝑗] .𝐷 ← 𝑑 𝑗 ;

13 𝑅 [ 𝑗] .𝑇 ← 𝑡 𝑗 ;

14 𝑅 ← prefix-⊕ of 𝑅;

15 (𝑙, 𝑑, 𝑡) ← 𝑅 [𝑠];
16 𝑘 ← ⌊(𝑠 − 𝑡)/(𝑔 − 𝑙)⌋ + 𝑑 ;
17 return 𝑘

5.2 The Batch Stratified Sampling Circuit
Our circuit for generating the indices of a stratified sample is described in Algorithm 9. Note that

the indices correspond to X after sorting by their strata ids. In this algorithm, 𝑔𝑖𝑑, 𝑅.𝐷, 𝑅.𝐾 are

the ids, sizes, sample sizes of the strata, respectively. 𝑅.𝑂 stands for the index of an element in

Proc. ACM Manag. Data, Vol. 1, No. 3 (SIGMOD), Article 219. Publication date: September 2023.



219:18 Qiyao Luo et al.

Strata size (𝑑) Sample size (𝑘)

1 1

4 2

6 2

⊥ ⊥
⊥ ⊥

𝑔𝑖𝑑 𝐷 𝐾 𝑃 𝑂
1 1 1 0 1

2 4 2 1 1

2 4 2 1 2

3 6 2 5 1

3 6 2 5 2

𝑎 𝑏
1 1

3 4

4 5

9 10

9 11

𝑆
1

4

3

9

11

𝑎 𝑏
1 1

3 4

3 5

9 10

11 11

Index
Income 

(𝒳)
Nation 
(𝑔𝑖𝑑)

1 20,000 Canada

2 5,000 China

3 12,000 China

4 3,500 China

5 100,000 China

6 10,000 USA

7 13,000 USA

8 7,000 USA

9 350,000 USA

10 70,000 USA

11 31,000 USA

Compute 
strata and 
sample size

Expansion 
(Algorithm 
9 line 1-7)

Generate 
random 
edges 𝐸
(line 8-12)

Compute 
reduced graph,  
execute pointer 
jumping, and 
sort the table 
(line 13-15)

Get sample 
indices (line 
17-25) 

Fig. 2. Example of Algorithm 9

its stratum, its value plus the corresponding 𝑅.𝑃 yields the index to the original element in X.
When generating the indices (line 8–24), we use the same solution that we generate indices for a

WoR sample, except that the ranges of the uniform number generators are also determined by the

strata sizes. See Figure 2 for an example of the circuit, in which there are three groups of incomes,

specified by the nation. In the example, we generate the indices of a stratified sample from three

strata with sizes 1,6,6 and sample sizes 1,2,2 respectively. The final output is 𝑆 = {1, 3, 4, 9, 11}.
Finally we conclude the main theorem of this section.

Theorem 5.1. There exists a circuit of size 𝑂 (𝑛 log2 𝑛 log𝜎) and depth 𝑂 (log2 𝑛 log𝜎) that gen-
erates a batch of stratified samples under the individualized and the threshold policy. It fails with
probability at most 2−𝜎 .

6 MASQUE: A SAMPLING-BASED MPC-AQP SYSTEM
6.1 System Overview
We build MASQUE, our sampling-based two-stage MPC-AQP system in the two-server model. The

two-server model splits the input parties (i.e., data owners) and computing parties by introducing

two semi-honest, non-colluding servers for computation. Data owners do not trust any single party,

and distribute trust across the two servers by secret-sharing their private data. Data are contributed

by any number of data owners, which may partition the data either horizontally (each data owner

contributes a subset of tuples of the same table), vertically (each data owner contributes a different

table), or in a mixed fashion. Note that the two-server model is more general than the two-party

model in [53] (where the two servers are also the two data owners) and more secure and easier

to deploy than the three-server honest majority model [27]. And it reduces the pairwise secure

communication costs between data owners if all data owners are involved in the computation.

During the offline stage, MASQUE performs the following tasks:

(1) The data owners compute the secret shares of their data (e.g., Boolean shares), and send the

shares to the two servers, respectively.

(2) Using any secure join protocol that works under the two-server model [7, 54], the two servers

denormalize the data and obtain a flat table in secret-shared form.

(3) Evaluate the batch sampling circuits described above on the flat table to prepare a batch of

samples.

During the online stage, the following happens with each query:
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Algorithm 9: Generate the indices of a stratified sample

Input: Strata sizes (𝑑1, . . . , 𝑑𝑠 ); sample sizes (𝑘1, . . . , 𝑘𝑠 )
Output: The indices 𝑆 of a stratified sample

1 (𝑝1, . . . , 𝑝𝑠 ) ← prefix-+ of (0, 𝑑1, . . . , 𝑑𝑠−1);
2 𝑔𝑖𝑑 ← Expand (1, 2, . . . , 𝑠) by (𝑘1, . . . , 𝑘𝑠 );
3 Initialize a relation 𝑅(𝐷,𝐾, 𝑃,𝑂);
4 𝑅.𝐷 ← Expand (𝑑1, . . . , 𝑑𝑠 ) by (𝑘1, . . . , 𝑘𝑠 );
5 𝑅.𝐾 ← Expand (𝑘1, . . . , 𝑘𝑠 ) by (𝑘1, . . . , 𝑘𝑠 );
6 𝑅.𝑃 ← Expand (𝑝1, . . . , 𝑝𝑠 ) by (𝑘1, . . . , 𝑘𝑠 );
7 𝑅.𝑂 ← prefix-+ of (1, . . . , 1) segmented by 𝑔𝑖𝑑 ;

8 for 𝑖 ← 1 to 𝑠 do in parallel
9 (𝑑, 𝑘, 𝑝, 𝑜) ← 𝑅 [𝑖];

10 𝑏𝑖 ← 𝑑 − 𝑘 + 𝑜 + 𝑝;
11 𝑎𝑖 ← URNG(𝑑 − 𝑘 + 𝑜) + 𝑝;
12 𝐸 ← the output of Algorithm 4 with input {(𝑎𝑖 , 𝑏𝑖 )}𝑠𝑖=1;
13 𝐸 ′← the output of Algorithm 5 with input 𝐸 ′ and ℎ = ⌈log(𝜎 + 2𝑒 · ln𝑛)⌉;
14 {(𝑎𝑖 , 𝑏𝑖 )}𝑠𝑖=1 ← Sort 𝐸 ′ by {𝑎𝑖 } then {𝑏𝑖 };
15 Initialize an array 𝑆 with size 𝑠;

16 for 𝑖 ← 1 to 𝑠 do in parallel
17 (𝑑, 𝑘, 𝑝, 𝑜) ← 𝑅 [𝑖];
18 if 𝑎𝑖 ≤ 𝑝 + 𝑑 − 𝑘 and (𝑖 = 𝑠 or 𝑎𝑖 ≠ 𝑎𝑖+1) then
19 𝑆 [𝑖] ← 𝑎𝑖 ;

20 else
21 𝑆 [𝑖] ← 𝑏𝑖 ;

22 return 𝑆

(1) A client (who might be one of the data owners) submits the query to one of the servers with

an optionally specified sample size.

(2) The server forwards the query to all data owners for validation, and the data owners decide

if differential privacy (DP) should be applied to sanitize the query result. For example, in

Example 1.1, if the query asks for a particular patient’s medical record, the hospitals can

reject answering the query. If the query asks for some aggregates, then the hospitals can

choose to answer the query with an appropriate differential privacy parameter 𝜀 and global

sensitivity 𝐺𝑆 .

(3) The two servers construct a query evaluation circuit, and evaluate it on a sample, obtaining the

query result in secret-shared form. When all samples are depleted, a new batch is generated.

(4) If DP is required by the data owners, the two servers build another circuit to inject noise to

the query result.

(5) The two servers send the shares of the query result to the client for reconstruction.

6.2 Security Guarantee
MASQUE defends against a semi-honest, computationally bounded adversary, who might corrupt

any number of data owners, the client, and at most one server. We provide full-fledged protection

before, during, and after query processing: as long as the two servers do not collude, our system
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guarantees that all parties learn nothing, except that the client will learn the output of the query,

which could be further protected by DP.

The ideal functionality for MASQUE are presented in Functionality 10 (offline stage) and Func-

tionality 11 (online stage), where we use J·K to denote a value that is presented in secret-shared

form. Since the input and output of the functionality are in secret-shared form, the servers actually

learn nothing (including input data, sample data, and query results) during the protocol.

Algorithm 10: Offline Ideal Functionality Foffline

Input: JXK = (J𝑥1K, . . . , J𝑥𝑛K), sample size 𝑠

Output: A batch of samples JSK = (J𝑆1K, . . . , J𝑆𝑛/𝑠K), each with sample size 𝑠

1 Recover X from JXK;
2 Take a batch of samples S from X;
3 Compute the secret share JSK of S;
4 return JSK

Algorithm 11: Online Ideal Functionality Fonline
Input: Aggregate query 𝑄 ; a batch of samples JSK; DP parameter 𝜀,𝐺𝑆

Output: Query result J𝑞K
1 J𝑆K← a sample from JSK;
2 Remove J𝑆K from JSK;
3 Recover 𝑆 from J𝑆K;
4 𝑞 ← 𝑄 (𝑆) + 𝐿𝑎𝑝 (𝐺𝑆 ·𝑠

𝜀𝑛
);

5 Compute the secret share J𝑞K of 𝑞;
6 return J𝑞K

6.3 MPC Protocols Optimization
MASQUE mostly uses Yao’s garbled circuit protocol to evaluate a given circuit, but with the

following optimizations:

(1) As mentioned previously, there is a more efficient sorting protocol under the two-server

model [26]. So we replace each sorting component of the circuit with this protocol.

(2) The garbled circuit protocol operates on the bit level. For Boolean operations, such as AND

and XOR, the GMW protocol is more efficient. Thus, when facing such operations, we invoke

GMW through ABY [18].

(3) To evaluate bitwise AND gates more efficiently, we also generate Beaver multiplication triples

[10] in the offline stage, which are then consumed during an online query.

6.4 OnlineQuery Evaluation
The online query evaluation process of MASQUE largely follows SAQE [9], except that the samples

are generated in batches. Specifically, we take the following steps for each online query:

(1) The query is first parsed. If it is a group-by query, a stratified sample is used; otherwise a

WoR sample is used.

(2) A query plan is formed that consists of a projection, which prunes unnecessary columns, a

selection operator with the predicates in the WHERE clause of the query, and an aggregation

operator (possibly with a group-by).
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(3) A circuit is generated following the query plan, which is then evaluated using a combination

of garbled circuits and GMW.

(4) If differential privacy is required, the two servers construct a circuit to generate a noise and

add it to the query result. There is a lot of research discussing how to properly compute a

noise under DP [19–21, 28, 34, 51], which we can adopt in our system. In particular, we adopt

the following scheme. Let𝐺𝑆 be the global sensitivity of the query and we use a WoR sample

with size 𝑠 to answer the query. Then we add a noise drawn from a Laplacian distribution

with scale parameter
𝐺𝑆 ·𝑠
𝜀𝑛

to obtain an 𝜀-DP query result.

(5) If the aggregation function is count or sum, we need to scale up the result by a factor of 𝑛/𝑠 ,
i.e., if we sample 10% data for count, the query result on the sample will be roughly 1/10 of
that on the original data. So we need scale up the result by 10 for an unbiased estimation.

Note that this can be done by the client in plaintext since 𝑛, 𝑠 are public parameters. However,

for group-by queries, the scaling factor is 𝑑𝑖/𝑘𝑖 , which is private. Then we use a garbled

division circuit [18, 55] to re-scale the query result.

7 EXPERIMENTS
7.1 Experimental Setup
We compare MASQUE

5
with SAQE [9], SMCQL [7], and SecYan [53]. SAQE is the only MPC-AQP

system in the past, while the latter are exact MPC query engines. All experiments were performed

in a LAN setting, with a small network delay (around 0.1ms) and high bandwidth around 1Gb/s. The

running times are measured on two servers, each equipped with 48 Intel Xeon Silver 4116 CPUs (but

only one thread is used) and a large enough memory that can contain all the data. This models the

common situation where the two non-colluding servers are hosted by two major cloud providers

with a dedicated link. The security parameters are 𝜎 = 40 and 𝜅 = 128 (that is, 128-bit encryption

key). The bit length of all attributes is 32. All the results are the average over 10 repetitions.

7.2 Offline: Sample Generation
We compare our sample generation circuits against that used in SAQE [9], which generates a Poisson

sampling of size 𝑠 with compaction. SAQE generates one sample with cost 𝑂 (𝑛 log𝑛), while our
amortized per-sample cost is 𝑂 (𝑠 log𝑛) (for shuffle sampling and WR sampling) or 𝑂 (𝑠 log𝑛 log𝜎)
(for WoR sampling and stratified sampling). Note that SAQE also provides stratified sampling, but

it simply runs the sampling algorithm on each stratum, thereby revealing the number of strata and

strata sizes, while our stratified sampling algorithm does not.

Table 2 shows the amortized sampling costs of different algorithms for sample size 𝑠 = 50 and

various database size 𝑛. Note that the costs of MPC protocols by definition are independent on

the data, so the actual contents of the inputs do not affect the results. Shuffle sampling always

performs the best in both time and communication cost, due to its simplicity. WR sampling performs

5 times better than WoR sampling in terms of time cost, because of more rounds of sort from

pointer jumping circuit. Stratified sampling has a similar cost as WoR sampling. Figure 3 shows

the amortized cost per sample for a fixed data size while varying the sample rate 𝑠/𝑛. We see that

SAQE has a fixed cost no matter how small the sample size is. It performs well when sample rate is

large, i.e., greater than 5%. However, recall that the sampling error depends on the absolute sample

size 𝑠 (see Table 1), so the sampling rate for achieving a desired error reduces for large data sets.
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Methods

𝑛 = 10
3 𝑛 = 10

4 𝑛 = 10
5

Time (s) Com. (MB) Time (s) Com. (MB) Time (s) Com. (MB)

Shuffle Sampling 0.0675 2.67 0.0765 3.68 0.1 5.75

Sampling With Replacement 0.795 44.8 1.02 57.5 1.42 72.9

Sampling Without Replacement 3.88 165 5.50 212 9.65 273

Poisson Sampling [9] 3.49 25.3 42.1 254 665 2580

Stratified Sampling 3.93 165 5.60 215 9.75 270

Table 2. Amortized time and communication costs per sample of different methods on simulated dataset
with different sizes
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Fig. 3. Time and communication costs per sample with different sample rates

7.3 Online:Query Evaluation
Next, we compare the online query processing costs.We evaluated a 10MBTPC-H dataset containing

60,000 tuples in total, such that the baseline methods can still finish in a reasonable amount of time,

and reported four representative queries:

• Q1. It computes 6 aggregates (count and sum) over the lineitem table grouped by returnflag
and linestatus. The query also contains a few avg aggregates, which can be easily obtained

from count and sum.

• Q1U. This is simplified version of Query 1 where we remove the group-by operator.

• Q8. This is a complicated analytical query involving selections, joins, and group-by aggrega-

tions. All the joins have been done in the offline stage, while the online stage computes the

query with the specified selection conditions (i.e., the nation and region).

• Q9. This query calculates the sum of profits grouped by the nations.

We compare the online query processing costs of MASQUE against SMCQL [7], SAQE [9], and

SecYan[53]. For SMCQL and SAQE, all joins are also performed in an offline stage to denormalize

the data. On the other hand, SecYan performs the joins online. We also tested the processing costs

over plain text (using MySQL) for benchmarking.

(1) SMCQL [7]: SMCQL builds and evaluates a garbled circuit to compute the query result exactly.

(2) SAQE [9]: It first uses a compaction circuit to extract samples, then evaluates a garbled

circuit on the sample. Note that for group-by queries (Q1, Q8 and Q9), SAQE provides a

weaker security protection, because its stratified sampling algorithm reveals the sizes of

the strata (after adding DP noise). On the other hand, the stratified sampling algorithm in

MASQUE does not reveal anything other than the query result (after adding DP noise).

5
https://github.com/hkustDB/MASQUE
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Fig. 4. Time and communication costs with different sample sizes on TPC-H

(3) SecYan [53]: SecYan is a secure two-party protocol especially designed for computing free-

connex join-aggregate queries exactly. Q1 and Q1U do not have joins, so SecYan degenerates

into the same garbled circuit as used in SMCQL. Q8 is a free-connex query. Q9 is not per se,

and SecYan decomposes it into 25 such queries, one for each group (nation).

We experimented with sampling rates from 0.1% to 20% for MASQUE and SAQE. Figure 4 shows

the time and communication costs of these systems. Note that both axes are drawn in log scale. As

expected, MASQUE’s costs are proportional to the sample size, where the other systems are not

affected by the sampling rate: The exact query processing engines are not affected by the sampling

rate by definition. The sampling cost of SAQE is 𝑂 (𝑛 log𝑛) and independent of the sample size,

which is followed by an 𝑂 (𝑠) query processing cost. Since the sampling cost dominates, the total

cost is not significantly affected.

From the results, we see that the two MPC-AQP systems mostly outperform the exact MPC

engines, except that SecYan is better than SAQE on Q8, which is a free-connex query that SecYan

specializes on. However, the advantage of SAQE over SMCQL or SecYan is not obvious. Recall
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Fig. 5. Response time with different data sizes on TPC-H

that the former has an asymptotic cost of 𝑂 (𝑛 log𝑛) while the latter computes the exact query

result with 𝑂 (𝑛) cost but with a larger hidden constant. On the other hand, MASQUE significantly

outperforms SAQE and the exact query processing engines, especially for smaller sampling rates,

truly exploiting the accuracy-cost trade-off for sampling-based AQP.

We also evaluated the response time (i.e., the online query time) on different scales of data. We

generated different of TPC-H datasets, with sizes varying from 10MB to 1GB, containing 6 × 104 to
6 × 106 tuples. Sample rate is set to 2% for two MPC-AQP systems (MASQUE and SAQE). We only

report the response time within an hour, as shown in Figure 5. We found that SMCQL and SAQE

cannot scale to TPC-H 100MB dataset which contains 6 × 105 tuples. SecYan performed well in

free-connex query (i.e., Q8), and cannot scale to larger dataset in non-free-connex query (i.e., Q9).

MASQUE, on the other hand, can scale to 1GB data with 6 × 106 tuples. And our response time

is always less than all other secure MPC engines. The results show the fact that our AQP-MPC

system is suitable for large amounts of data.

8 CONCLUSIONS
In this paper, we have presented MASQUE, an MPC-AQP system based on random sampling. By

separating the sampling into an offline and an online stage, we are able to significantly reduce the

online query processing cost, which is important for interactive exploration of private data. One

direction for future improvement is the offline cost. Currently, it takes an hour for MASQUE to

generate a batch of WoR samples from a 10MB dataset. This is partly due to the strong security

guarantee that MASQUE aims to achieve (i.e., revealing nothing beyond the DP-protected query

result). With slightly weaker security guarantees, such as differential obliviousness [47], we believe
it is possible to reduce this high offline cost, and this remains an interesting future direction.
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